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Part A

Answer ALL questions: (10 x 2 =20)

If V'is a vector over a field F, Show that (-a)v = a(-v)=-(av), fora € F,v e V.

2. Give an example of a linearly dependent set of vectors in R” over R.
3. Define homomorphism of a vector space into itself.
4. Define rank and nullity of a vector space homomorphism 7: I — V.
5. If Vis an inner product space show that <v,au+bw >=a <v,u >+ b <v,w>where a and b are scalars.
6. Define an orthonormal set.
cos@ sind ).
7. Prove that 4 = . is orthogonal.
—sind cosd
8. Define nilpotent and idempotent matrices.
9. Define Hermitian and skew-Hermitian matrices.
. . 1 5 -7 i
10. Find the rank of the matrix 4 = 5 3 over field of rational numbers.
Part B
Answer any FIVE questions: (5x8=40)
11. Let V be a vector space of dimension »n and u,,u,,u,,..u, be linearly independent vectors in V. Show
that there exists n-r new vectors v, ,,,V,.,,,....v, In V' such that {vl 3VyseesV,, }is a basis of V.
12. If V' is a vector space of finite dimension that is the direct sum of its subspace U and W show that
dimV =dimU + dimW.
13. State and prove triangular inequality.
14. If V is a vector space of finite dimension and W is a subspace of V, then prove that dim V/IW = dim V —
dim W.
15. Show the T ¢ A(V)is invertible if and only if the constant term of the minimal polynomial for 7 is not
Zero.
16.1If T € A(V) and A € F, then prove that A is an eigen value of 7'it and only if [A / — T] is singular.
17. Check the consistency of the following set of equations:
x;t2x+x3+11, 4x;+6x,+5x3=8, 2x;+2x,+3x3=19.
18. If <T(v),T(v) >=<v,v>forall ve V, show that T is unitary.




Part C
Answer any TWO questions: (2x20=40)

19. a) Prove that the vector space V over F'is a direct sum of two of its subspaces W, and W, if and only if V
=W, + W, and W; N W, = {0}

b) Let V' be a vector space of finite dimension and let #; and W, be subspaces of V such that V' = W +W,
and dim V = dim W+dim W,. Then prove that V=W, @® W,.
(10+10)
20. If U and V are vector spaces of dimension m and n respectively over F, then prove that the vector space
Hom (U, V) is of dimension mn.

21. Apply Gram Schmidt orthonormalization process to obtain an orthonormal basis 1%1? zhe subspace of R’
generated by the vectors. (1, 1, 0, 1), (1, -2, 0, 0), (1, 0, -1, -2). (20)
1 230
) 2 4 32
22. a) Find the rank of .
3 1 3
6 8 3 5
b) If T'e€ A(V) show that T* ¢ A(V)and show that
(i) (S+T) =S"+T"
(i) (ST) =T"S"
(i) AT) = AT
(vV)(T) =T
(8+12)
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Part A

Answer ALL questions: (10 x 2 =20)

23.
24.
25.
26.
27.

28.

29.

30.

If V'is a vector over a field F, Show that (-a)v = a(-v)=-(av), fora € F,v e V.
Give an example of a linearly dependent set of vectors in &~ over R.

Define homomorphism of a vector space into itself.

Define rank and nullity of a vector space homomorphism T: {J = V.
If V' is an inner product space show that <v,au+bw>=a <v,u >+b <v,w>where a and b are scalars.
Define an orthonormal set.
cos@ sind ).
Prove that 4 = . is orthogonal.
—sinf cos@

Define nilpotent and idempotent matrices.

31. Define Hermitian and skew-Hermitian matrices.
) . 1 5 -7 .
32. Find the rank of the matrix 4 = 5 3 over field of rational numbers.
Part B
Answer any FIVE questions: (5x8=40)

33. Let V be a vector space of dimension »n and u,,u,,u,,..u, be linearly independent vectors in V. Show
that there exists n-r new vectors v, ,,V ,,,.....v, in V such that {vl 3VyseesV,, }is a basis of V.

34.If V' is a vector space of finite dimension that is the direct sum of its subspace U and W show that
dimV =dimU + dimW.

35. State and prove triangular inequality.

36. If V' is a vector space of finite dimension and W is a subspace of V, then prove that dim V/W = dim V —
dim W.

37. Show the T ¢ A(V)is invertible if and only if the constant term of the minimal polynomial for 7 is not
Zero.

38.1f T € A(V') and A € F, then prove that A is an eigen value of 7T it and only if [A [ — T] is singular.

39. Check the consistency of the following set of equations:
x;+2x+x3+11, 4x;+6x,+5x3=8, 2x;+2x,+3x3=19.

40. If <T(v),T(v) >=<v,v>forall v € V, show that T is unitary.




Part C
Answer any TWO questions: (2x20=40)

41. a) Prove that the vector space V over F'is a direct sum of two of its subspaces W, and W, if and only if V
=W, + W, and W; N W, = {0}

b) Let V be a vector space of finite dimension and let #; and W, be subspaces of V such that V' = W +W,
and dim V = dim W+dim W,. Then prove that V=W, @® W,.
(10+10)
42.If U and V are vector spaces of dimension m and n respectively over F, then prove that the vector space
Hom (U, V) is of dimension mn.

43. Apply Gram Schmidt orthonormalization process to obtain an orthonormal basis 1%1? zhe subspace of R’
generated by the vectors. (1, 1, 0, 1), (1, -2, 0, 0), (1, 0, -1, -2). (20)
1 230
) 2 4 32
44. a) Find the rank of .
3 1 3
6 8 3 5
b) If T'e€ A(V) show that T* ¢ A(V)and show that
V) (S+T) =S"+T"
(Vi) (ST) =T"S"
(vii) (AT) = AT
(viii) (T =T.
(8+12)
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