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Answer ALL Questions: 
 
1. (a) A random variable X has the following probability 

x 0 1 
P(x) 0 k 

(i) Find k, (ii) Evaluate 𝑃(𝑋 <

minimum value of a. 

(b) The joint probability distribution of two random variables X and Y is given by:

𝑃(𝑋 = 0, 𝑌 = 1) =  , 𝑃(𝑋 = 1, 𝑌

of X and Y, and (ii) the conditional probability 
 
(c) If the random variables 𝑋  and 
show that √𝑛(𝑋 − 𝑋 )/2 𝑋 𝑋  
 (d) A random sample of 10 boys had the following I.Q’s : 70, 120, 110, 101, 85, 83, 95, 98, 107, 100. 
Do these data support the assumption of a population mean I.Q. of 100? Find the reasonable range in 
which most of the mean I.Q values of sample of 10 boys lie. 

(e) Derive the constants of F- distribution.
(f) Let X be a continuous random variable with p.d.f given by

(i)Determine the constant k, (ii) Determine 
observation from X, what is the probability that exactly one of these three number
     
 

2. (a)Does there exist a variate X for which 

(b) State and prove weak law of large number.
 
(c) State and prove the converse of Borel
(d) Use Chebyshev’s inequality to determine how many times a fair coin must be tossed in order that the 
probability will be at least 0.90 that the ratio of the observed 
will lie between 0.4 and 0.6. 

(e) If the variables are uniformly bounded, then prove that the condition, 

well as sufficient for WLLN to hold.
State and prove Khinchin’s theorem.
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(a) A random variable X has the following probability function: 
2 3 4 5 6 
2k 2k 3k 𝑘  2

( < 6), 𝑃(𝑋 ≥ 6), and 𝑃(0 < 𝑋 < 5) (iii) If 

OR 
The joint probability distribution of two random variables X and Y is given by:

𝑌 = −1) = , and 𝑃(𝑋 = 1, 𝑌 = 1) = . Find (i) Marginal distribution 

of X and Y, and (ii) the conditional probability distribution of X given Y=1. 

and 𝑋  are independent and follow Chi-square distribution with p. d. f., 
 is distributed as student’s t with n.d.f., independently of 

e of 10 boys had the following I.Q’s : 70, 120, 110, 101, 85, 83, 95, 98, 107, 100. 
Do these data support the assumption of a population mean I.Q. of 100? Find the reasonable range in 
which most of the mean I.Q values of sample of 10 boys lie.  (8+7) 

OR 
distribution. 

be a continuous random variable with p.d.f given by 

𝐹(𝑥) =

𝑘𝑥,   0 ≤ 𝑥 < 1
𝑘,    1 ≤ 𝑥 < 2

−𝑘𝑥 + 3𝑥,   2 ≤ 𝑥 < 3
0,   𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒

  

, (ii) Determine F(x), the c.d.f and (iii) If 𝑥 , 𝑥
, what is the probability that exactly one of these three number

   (5 + 10) 

Does there exist a variate X for which 𝑃[𝜇 − 2𝜎 ≤ 𝑋 ≤ 𝜇 + 2𝜎] = 0.6? 
OR 

of large number.     

State and prove the converse of Borel- Cantelli lemma. 
hebyshev’s inequality to determine how many times a fair coin must be tossed in order that the 

probability will be at least 0.90 that the ratio of the observed number of heads to the number of tosses 
    (10 + 5) 

OR 

If the variables are uniformly bounded, then prove that the condition, lim

well as sufficient for WLLN to hold.  
Khinchin’s theorem.      
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2𝑘  7𝑘 + 𝑘 

(iii) If 𝑃(𝑋 ≤ 𝑎) > , find the 

The joint probability distribution of two random variables X and Y is given by: 

. Find (i) Marginal distribution 

 (5) 

square distribution with p. d. f., 
is distributed as student’s t with n.d.f., independently of 𝑋 + 𝑋 . 

e of 10 boys had the following I.Q’s : 70, 120, 110, 101, 85, 83, 95, 98, 107, 100. 
Do these data support the assumption of a population mean I.Q. of 100? Find the reasonable range in 

,𝑥  are three independent 
, what is the probability that exactly one of these three numbers is larger than 1.5?

  

  (5) 

hebyshev’s inequality to determine how many times a fair coin must be tossed in order that the 
number of heads to the number of tosses 

→ = 0, is necessary as 

        (5+10) 
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3. (a)Estimate  𝛼 and 𝛽 in the case of Pearson’s Type III distribution by the method of moments: 

𝑓(𝑥;  𝛼, 𝛽) =
Γ( )

𝑥 𝑒 , 0 ≤ 𝑥 < ∞. 

 
OR 

(b) Let𝑥 , 𝑥 , … , 𝑥  be a random sample from a uniform population on [0, 𝜃]. Find a sufficient estimator 
for𝜃.         (5) 

 
(c) If𝑇  and𝑇  be two unbiased estimators of𝛾(𝜃) with variances𝜎 , 𝜎 and correlation𝜌, what is the 
best unbiased linear combination of𝑇  and𝑇  and what is the variance of such a combination?  
        (8) 
(d) State and prove the invariance property of consistent estimator.   (7) 

OR 
(e) Find the most likelihood estimator of the parameters𝛼 and 𝜆(𝜆 being large) of the 

distribution𝑓(𝑥; 𝛼, 𝜆) =
Γ( )

𝑒 𝑥 , 0 ≤ 𝑥 ≤ ∞, 𝜆 > 0, where log Γ(𝜆) = log 𝜆 −  and 

log Γ(𝜆) = + .         (8) 

(f) A random sample (𝑋 , 𝑋 , 𝑋 , 𝑋 , 𝑋 ) of size 5 is drawn from a normal population with unknown 
mean𝜇. Consider the following estimators to estimate𝜇: 

 (i) 𝑡 = ,  (ii) 𝑡 = + 𝑋 ,   (iii) 𝑡 =  

where𝜆 is such that𝑡  is an unbiased estimator of 𝜇. Find 𝜆. Are𝑡  and𝑡  unbiased? State giving reasons, 
the estimator which is best among𝑡 ,𝑡  and𝑡 .    (7) 

 
4. (a) Derive a relation between two successive ordered observations of a probability density function with 

continuous random samples 𝑍 , 𝑍 , … , 𝑍 . 
OR 

(b) Write a short note on sign test.       (5) 
 
(c) Write a brief note on Wald-Wolfowitz run test.     (8) 
(d) If 𝑥 ≥ 1, is the critical region for testing 𝐻 : 𝜃 =  2 against the alternative 𝜃 =  1, on the basis of the 
single observation from the population 𝑓(𝑥, 𝜃) = 𝜃𝑒 , 0 ≤ 𝑥 < ∞, obtain the values of type I and type 
II errors.       (7) 

OR 

(e) Given the frequency function 𝑓(𝑥, 𝜃) =
      0 < 𝑥 < ∞, 𝜃 > 0

0                    𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒

  and what you are testing the null 

hypothesis 𝐻 : 𝜃 =  1 against 𝐻 : 𝜃 =  2, by means of a single observed value of x, what would be the 
sizes of the type I and type II errors, if you choose the interval (i) 0.5 ≤ 𝑥, (ii) 1 ≤ 𝑥 ≤ 1.5 as the critical 
region? Also obtain the power function of the test. 
 
(f) State and prove Neyman Pearson Lemma.       (8 + 7) 

 
5. (a) Write a short note on classification of stochastic process. 

OR 
(b)A continuous random variable 𝑋 has aprobability density function 𝑓(𝑥) = 3𝑥 , 0 ≤ 𝑥 ≤ 1. Find a and 
b such that (i)  𝑃( 𝑋 ≤ 𝑎) = 𝑃(𝑋 > 𝑎), and (ii)  𝑃(𝑋 > 𝑏) = 0.05.    (5) 

(c) Prove that a homogeneous Markov chain{𝑋 } satisfies the relation                     𝑃
( )

=

∑ 𝑃
( )

𝑃
( ).         (8) 

(d) Let P be the transition probability matrix of a finite Markov chain with elements 𝑝 (𝑖, 𝑗 =

0, 1, 2, … , 𝑘 − 1). Then prove that n-step transition probabilities𝑝
( ) are  obtained as the elements of the 

matrix𝑃 .      (7) 
OR 

(e) Briefly explain a time dependent general birth and death process in stochastic process.      (20) 


